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Abstract

The Poisson equation is a partial differential equation of high significance because it
can describe physical problems in electrostatics, gravitational sciences, and elsewhere.
One of its generalisations is the Laplace-Beltrami equation, in which the Laplace operator
is simply replaced by the respective differential operator on a curved surface. If we want
to solve this problem on a simple surface with a suitable right-hand side, we might be
able to find an analytic solution. However, on more complicated geometries and with
unsuitable right-hand sides, that solution method has its limitations. Instead, numerical
methods become relevant.

In this thesis, we will motivate, present, and compare several such numerical methods.
Obviously, we cannot give a comprehensive overview but rather focus on a specific
subclass of methods often called unfitted Discontinuous Galerkin finite element methods.
Roughly, we will discuss four such methods: Firstly, we will consider a second order
accurate method presented recently by Burman et al. in [4]]. Afterwards, we will slightly
modify this method by a technique called hybridisation. From a computational point of
view, that means at best to reduce the complexity of the arising linear algebra problem
at the expense of more degrees of freedom in the discrete vectors representing the
approximate solution. Thirdly, we will apply some ideas presented by Lehrenfeld in
(12, [13] [15] to Burman et al’s method to arrive at a method of higher order accuracy.
Namely, we will be able to choose a polynomial order & such that the numerical error
scales with h* in the H'-norm and h**! in the L2 norm, where h is the meshsize of the
discretisation. Lastly, we will also briefly consider a hybrid variant of this higher order
method.

For each method, we will give some motivation, proof—to a different extent—relevant

properties, and eventually present some numerical results.



Contents

1__Introduction|

(1.1  The Laplace-Beltrami

problem| . . . .. ...

2 Alow order method by Burman et al|

[2.1  Discontinuous Galerkin in the plane|. . . . . . .. ... ... ... ... ...
(2.2 Discontinuous Galerkin on an unfitted surfacel . . . . . ... ...... ...
(2.3 Analysis of the method| . . . . . . ... ... ... ..o oL
[24  Numerical examples|. . . . . ... ... .o
25 Hybrid DGintheplanel . . . . . ... ... ... ... o000
[2.6 Hybrid DG on an unfitted surface| . . . . . . ... ... ... ... ......

3 Higher order methods|

[3.1 The isoparametric mapping|. . . . . . . . . . v v v vt e e
(3.2 Higher order DGmethod| . . . . .. .. ... ... ... ... . .....
[3.3 Elements of an analysis of the method|. . . . . . ... ... ... ... .. ..
[3.4 Numerical examples|. . . . . .. ... ..o

341 2Dl . ...

3.42 3Dl ... e
[3.5 Higher order Hybrid DG method|. . . . . . .. ... ... ... ........

[3.6  Numerical examples|

4__Conclusion and outlookl

11
15
36
38
40

46
47
50
53
55
55
56
57
60

65



1 Introduction

The Poisson equation is a very influential example of an elliptic partial differential equation.
It is often posed on domains like the unit square [0, 1]? in two dimensions or the unit cube

[0, 1]3 in 3D. It reads (with zero Dirichlet boundary conditions)

—div(Vu) = f  on(2,
u=0 on S,

where 2 could be [0, 1]" as mentioned above.

When we regard for example the unit square as a subset of R3, it can be seen as a flat
or uncurved surface. This raises the question whether the problem can be generalized to
cases of a curved surface I'. For example, we could try to pose the problem on the sphere
as a two-dimensional surface, as the replacement for the unit square. Now the issue arises
how we can make sense of the notion of the respective differential operators on the surface.
Fortunately, both the gradient as well as the divergence can be introduced with regard to
our sufficiently regular surface I', symbolically Vi and divp. In terms of these differential
operators we can now pose the generalized problem, which is called the Laplace-Beltrami
equation

—divp(Vru) = f  onl.

If T is a surface with boundary, we should accordingly add boundary conditions like in the
Poisson case. However, in this thesis we will be mostly interested in closed surfaces I'. There,
one additionally requires that the average of the solution should be zero in order to obtain a
well-posed problem.

In general, there are (at least) two classes of methods to solve such a problem numerically.
One class—which we will call fitted—directly meshes the relevant surface. An example of
such an approach for the case of a sphere is illustrated in Fig. [1| on the left-hand side.

The other class of methods—which we will call unfitted—does not take into consideration
the geometry of the surface I' when the mesh is generated. This means that a sphere would
be regarded as a surface in a three dimensional domain which is meshed, like © = [0, 1]*. The
solution is then approximated on the function space induced by the background mesh. An
example of such an approach for the circle embedded in a two-dimension domain is depicted
on the right-hand side in Fig.

In this thesis, we will present and compare different such unfitted methods. Most import-

antly, we will refer to a method introduced by Burman et al. in 2016 in the paper [4]. The



Figure 1: A fitted surface approach (left hand side) applied to a sphere compared with an
unfitted (right hand side) approach at a problem on a circle. The coloring of the
surface corresponds to a solution field on it.

section following this introduction will motivate and illustrate that method. As it will turn
out, the method converges with second order in the L? norm. This means that the numerical
error in the mentioned norm will asymptotically decrease by a factor 22 = 4 if the mesh size
is halved.

The latter part of this thesis will deal with the question how one could improve on that result.
The two main ingredients for doing so will be a higher order approximation of the surface
I, and a higher order trial and test function space. The main issue is the first point. There
we will make use of the isoparametric mapping presented by Lehrenfeld, e.g., in [12] 13} [15]).
It also relies on the polygonal approximation of the surface employed by Burman et al. but
improves its approximation quality with a specific deformation of the mesh. Furthermore,
it will be necessary to add an additional stabilisation in the volume of the active mesh for
higher order methods.

Another development that is mostly relevant for the higher order case is the hybridisation
of the Discontinuous Galerkin methods. The idea is to decrease the number of couplings
between degrees of freedom at the cost of increasing the total number of degrees of freedom:
An additional function space on the facets is used to decouple unknowns from directly
neighbouring elements of the trial and test functions at the boundaries of each element. We

will discuss those methods in the respective subsections.

1.1 The Laplace-Beltrami problem

Let us now in some more detail introduce the problem we aim to solve in this thesis, namely

the Laplace-Beltrami problem. The exposition will follow [4] and to some extend fit the needs



of the forthcoming analysis.
Let I' denote a compact and oriented C* hypersurface (for & > 2) without boundary. It
should be embedded in R? and equipped with a normal field n: I' — R? of class C*~1. We

define neighbourhoods of I" with ¢ as a variable as
Us(T) = {z € R*|dist(z,T") < 6}.

Then it can be shown that there exists a unique signed distance function p € C*(Us,(I))
induced by the normal field n (see [6,4]]). On the neighbourhood, there furthermore exists a
closest point projection p: Us, — I' determined by

p(x) =z — p(z)n(p(x)),

such that a point x € Uy, is mapped to the unique point p(z) € I satisfying |p(z) —
z| = dist(x,T) (see Fig. [2). With the help of p, we can extend any function on I to the
neighbourhood Uj, by setting

u(x) = uop(x).

This can especially be done with the n, whose extension n® we will also write as nr.
If there exists a I' C Uy, (I') such that pli: I' — T is a bijection, then we also have the
inverse function p|z': I' — I'. Given a function w defined on I' we can lift it to T, or

construct a function w' defined on T':

This definition then satisfies
(w'(z)*=w'op=w on T.
For a function space V' of functions on T', we set
Vi={uw'|weV}.
Also, for a function space V' of functions on I', we define
Ve =A{w|weV}.

Now we come to the differential operator V. A function u: I' — R is of class C*(T"), 1 < k,



Figure 2: Sketch of the domain (2, the surface I', Us,(I'), and several other entities. For
convenience, only a part of the whole region (2 is depicted (therefore the dotted
boundary).

if there is an extension @ € C'(U) with @|r = u for a neighbourhood U of I'. We can take

the usual R? gradient of % and exploit that to define
VFU:PFVZ_L, PF:I—TLF(X)?’LF.

It can be shown that this defined quantity (evaluated on I') is independent of the neighbour-
hood U and independent of the extension u of u. For convenience, we could for example
consider @(z) := u o p(x).

Given this differential operator, we introduce Sobolev spaces on I" by dint of integrals on I',
|w]|? = (w,w)r (v,w)r = Jpvw). The space H™(T) is the subspace of L? functions on T’
with norm

m
Pk
e = 3 IDE* w2
k=0

finite, where DY w = w, Di*w = Vriw, etc.
The Laplace-Beltrami problem in its strong form is then defined as follows: Find u: I' — R
such that
—Aru=f on T (1)

fora f € L?(T") with zero average and Ar := divr Vr. Note that we would have to explain
the meaning of the divergence with regard to I' here[]| However, we mostly use the strong
form of the problem to motivate the following weak form: Find v € H'(T")/R such that

a(u,v) = (Vru, Vro)r = 1(v) = (f,v)r Vv € H'(T)/R. (2)

'divp = tr(Vr - ) where the i-th row of Vr corresponds to the surface gradient of the i-th component



The unique solvability of this problem follows as usual from a Poincaré-type inequality and
the Lax-Milgram Lemmaﬂ Furthermore, by the Lax-Milgram lemma, for smooth surfaces
our solution u (measured in terms of the H?-norm) can be bound by the surface norm of the

right-hand side f, namely

lullz,r S (I f[le- [4Eq. (2.11)] (3)

2 A low order method by Burman et al.

This section is devoted to the method presented in the paper [4]. Because of the tight
connection to this paper, we will generally follow Burman et al. in naming the lemmata/
theorems etc. and add a B. in front to remind the reader of the origin of the lemma/ theorem
etc. Sometimes, we want to prove intermediate steps a little more carefully, and introduce the
names ending with 7 for ¢ € N for those results. In naming constants, we will use the name
of the lemma and give constants not associated to a specific lemma a name with the number
0 at that place.

2.1 Discontinuous Galerkin in the plane

Let us first of all motivate the method of Burman et al. by reviewing several influential
methods which we illustrate at the Poisson equation. So—to be concrete—imagine we want

to solve the following problem

—Au=f onf),
u=0 onodf)

for some sufficiently regular region (2 (a concrete example we will often use is Q2 = [0, 1]%,
d = 2,3) with the boundary 0f2. Furthermore, f should be a right-hand side sufficiently
smooth [’

The standard Finite Element method to solve such a problem—the continuous Galerkin
method (CG)—goes as follows: First of all, we restrict our attention to a small subspace of the
infinite dimensional Sobolev space in which the actual solution to the problem can be found, as

standard analysis results yield. Namely, we only consider the subspace of functions which are

2That of course is a bit brief here. We will discuss those techniques in detail for the discrete case later on.

3We restrict our attention here to zero Dirichlet boundary conditions. However, that is not a severe restriction
since the problem with arbitrary Dirichlet boundary conditions can be reduced to our problem with a
standard procedure. See, e.g., [14] p. 46].



polynomials on each element 7" € T, where Ty, is a triangulation of 2, i.e., Q@ = U{T" € T}

Technically, we can write
Vet ={ue H' (Q) |ulr € P(T)VT € Tp} C H'(Q).

This means that a function from this solution space is continuous along an edge of two

adjacent 7' € 7T},. Imposing the Dirichlet boundary conditions leads to
Vgt ={u e H'(Q) |ulso = 0and u|r € P(T)VT € T} € H'().

After choosing that solution space, we set up the weak problem by multiplying the strong
form of the PDE with a test function v (which ultimately should come from V;’i* as well) and

integrating over the domain (2. Then we have

—/Qdiv(Vu)vdr:—/aQ gnd5+/vu Voudr

due to Green’s first theorem. This leads to the following weak form of the PDE problem:
Find u € V' = V9" such that

a(u,v) = f(v) holdsforall wveV,

where

Ou
a(u,v) .:/QVU-Vvdr—/m\v/andS /Vu Vodr, f(v) ‘:/Qfmdr.

From the standard theory of those methods, we obtain the well-posedness of this problem
and the result that the approximate solution will indeed converge against the actual solution
of the problem (see, e.g., [14} p. 45, 64]).

From CG to DG  One might also consider a different choice for the finite dimensional space
of test and solution functions. Namely, one might drop the requirement that the functions

should be continuous along different 7" € 7y, leading to
viseont — fu e L2(Q) |ulr € Po(T)VT € Tn}.

On the first glance, this might seem a bit like a waste of degrees of freedom, since the actual

solution will be continuous, and therefore can’t be approximated significantly better with the



discontinuous function space. However, the so called discontinuous Galerkin methods, which
one obtains from such a discretisation, have several potential advantages compared to CG
methods, e.g., in the context of convection-dominated problems, when one tries to parallelise
the numerical calculations, or for simultaneous mesh and polynomial order refinements. For
an overview of several Discontinuous Galerkin methods and their (dis)advantages, I would
like to refer the reader to [[1, 5 9].

When we again apply the finite element machinery, i.e., multiply with a test function and
integrate over (), we now arrive at a different situation in the following sense: Since the
functions u and v now are not continuous any more we can only apply Green’s first theorem

on each element 7" on its own. This leads to

/le (Vu)vdr = — Z /le (Vu)vdr = — Z/

Yas — /vu Vudr.

TET, TeT, 7T “on
Each boundary of one element 7', 9T now consists of several facets F}, Fy, ... such that
0T = F, U F, U .... When we collect those facets of the mesh in sets F and F**

corresponding to facets located in the interior and on the boundary (exterior), respectively,

we can rewrite the integral over )" [, as follows

a e ari
Z/a oPas =y / e D

T on FeFeat FeFint anleft an?“ight

where we have exploited the fact that each inner facet appears twice in the sum over all 07T
and all outer facet only once. With fi.s;/ frign: for some function f we refer to the function

on the element left/ right to F' for a fixed orientation of F'.

. _ . 8urigh,t au'rzght
It is Nyefr = —Nyight, SO We can write L o . This leads to

a e a T
Z/ vl ds = > / v— ds+ > / Vgeftm—— et — Vright Uright
o OMieft

T 8”‘ Fefezt Fe ]:znt 8nl6ft

Since the actual solution is continuously differentiable along surfaces, we replace both g%‘”;:

8umght

and with an average, namely

% o 1 auleft + aum’ght
8n N 2 anleft 6nleft ’

10



which together with the abbreviation [v] = vj. 1 — Uyigne leads to

Z/aTv%ds— ) / as+ Y /{ }

Since [u] vanishes for the exact solution, we add two consistent terms for symmetry and

stability to the bilinear form, leading to
Z/ oas— 3 / as+ / 2 - P as
or On Fe ot = on h '

Regarding the exterior facets, we want to impose zero Dirichlet boundary condition on the

solution u. Therefore we can replace the first sum analogously with

Z /v—+u—+%uvd5

FeFext

Putting all this together, we arrive at

?
Vu-Vodr + dS de—i— 4
D=3 fvwvears 5 (= fegias - fugas 57 fwas)
ou v k2
*E(f‘{an} Md“/ﬁ{an} d“*/ jas). @

The motivation of adding the symmetry and stability terms can be seen in the analysis of the
method with the respective bilinear form: The stability term will be used in the coercivity
proof to absorb the contribution from the other facet summands. An example of such an
estimate will appear in the proof of Proposition B.5.5. The symmetry term on the other hand
ensures adjoint consistency, which is important in the L?-norm error estimates. We will later
on skip that part of the proof and refer the reader to [[1]] for an example of such a proof.
This is a very common discretisation of the Poisson problem called (symmetric) interior
penalty discontinuous Galerkin method. The method by Burman et al. can be regarded as an
application of this idea to the case of a surface integration region within the domain €2. This

is what we will elaborate on next.

2.2 Discontinuous Galerkin on an unfitted surface

In order to be able to transfer the method introduced in the last subsection to the unfitted

surface, we first of all need to introduce the geometric entities and function spaces.

11



Let Q C R (in this thesis, we consider d = 2, 3) be a background domain with regard to the
surface I', 2 D Uy, (I'). Furthermore, assume we are given a quasi-uniform triangulation (into
triangles in 2D and tetrahedra in 3D) 7, of €, such that Q = U{T'| T € T} }. We assume that
the triangulation is such that the meshsize h at each point only deviates by a threshold factor
like 0.5 from h,;,4,. Throughout the analysis, we will sometimes operate with the function
h as if it was globally constant. That would be strictly speaking only allowed for a uniform
meshsize, but the derivation could be easily repaired by inserting the threshold factor, though
at the cost of readability.

Let us follow the convention that the boundaries of the elements are actually contained in
each T € 7Tj, such that T}, N Ty # & for adjacent T # T € 7. The discrete surface is then
defined in terms of the piecewise linear interpolation of the signed distance function p, pp,

namely as

Iy, ={z € Q|pn(z) =0}

Note that due to the fact that p, was introduced as an element-wise linear interpolation, I'j,
is a polygonal. For that polygonal, a normal vector can be obtained with the help of the

interpolant of the signed distance function p,:

_ Von
Vol

ny

(5)

For the method to be well-posed, we have to make the following assumptions, which indeed

are satisfied if pj, is chosen as we did and £ is sufficiently small.

Assumption B.A  The following properties hold:
(1) I'y, C Us, (F)
(2) The closest point projection p: I';, — I is a bijection for 0 < i < hy.

(3) It holds
ol Lo,y < CP2O01-R2 |In® = ny|| o,y < CP202h.

In terms of the discrete surface we can now define the discrete integration regions, which
will replace the elements and facets of the discontinuous Galerkin method in the plane.

First of all, let us introduce the active background mesh 7}, as

%Z:{TE%h|TﬂFh7é®}.

12



The interior facets of these simplices are then
Fn=A{F=T"NT |T*, T~ € Tp,TT # T, and measy_(T"NT") > 0}.

Those facets come with the usual normal vectors n}., ny (corresponding to the neighboring
elements 77.) of the background mesh. Especially, it holds nj: = —n. Next, we introduce

the approximation of the surface as
Kn={K=0InT|T €T},

and the corresponding set of edges as
En={E=FnNTIy|F € Fy}

We use the notation 0K, to refer to {0K | K € Kp,}.

For the K € K, the associated normal vector is the n;, as defined in . That discrete
normal vector induces a modified projection operator Pr, and a gradient Vr, , analogously
to Pr and Vr:

Vr,u=FPr,Vu and Pr, =1 —n, Q@ ny,.

Note that we are not strict regarding the type of functions to which V, can be applied (or
more precisely, regarding their domain of deﬁnition)

In the case of £ € &, the choice of normal vectors is not canonical, since we are dealing
with a subset of {2 of codimension 2 (and not 1 as previously). We choose to assign to each
edge E € &, two normals n}, and ny (with nj; # nj typically) which are coplanar to the
respective K and orthogonal to F (the latter criterion is trivial for d = 2). An illustration of
the different normal and conormal vectors is given in Fig.

The active background mesh induces a discrete neighbourhood of 'y, namely

Ny =TI T € To). (6)

For the reader’s convenience, all those regions are depicted in an example in Fig.

On those geometric entities, we can now introduce the relevant approximation function

4“Officially” the definition is one for functions u with domain of definition I'j,, which are then extended (as in
the discussion before the definition of Vr) to functions % on a neighbourhood. However, we will also apply
Vr, to functions u, whose domain of definition already is a neighbourhood of I'j,. There Vr, v = Pr, Vu.

13



I_‘h

Figure 3: [llustration of the different discrete and continuous (co)normals.

Figure 4: Illustration of the different discrete regions.
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space. We define
Vi, = P~(T)

TeT,

and consider the subspace of functions with zero average
Vh,oZ{UEVh| v:()}.
Ly

Note that this definition is an example of a discontinuous function space, since no continuity
constraint is imposed.

Now we are able to transfer the DG method in the plane to the discrete version of the
surface, [',. The “volume” elements regarding ', now are the K € Kj,, while the edges F € £
play the role of the facets in the standard interior penalty DG method. This motivates the

following bilinear form

an(u,v) = Y /erhu-vrhv— 3 /E{nE-Vu} =% /E{nE-Vv} (4]

KeKy, Ee&y Ee&,

Be
+ 22 [ [l
h Ee&y E
Note that the explicit dependence on the polynomial order in S was dropped.
In order to ensure stability of the method also for ill-posed cut configurations, which are

, a further stabilisation needs to be added,

configurations where |I' 7’| is tiny compared to |7’

namely

i) = 3 [ 8l + [ A (V) (e [0

FeFy,
This is similar to the Ghost-penalty stabilisation used in unfitted Nitsche methods for enforcing

boundary conditions. [2] The right hand side is
h(v)=[ v
'y
Then the discrete problem takes the form: Find u;, € V¢ such that for all v, € V¢

Ap(up,vp) = lp(vy)  with  Ap(up, vn) = ap(up, vp) + Jn(wn, vp). (7)

2.3 Analysis of the method

The analysis of the method proceeds in several steps. I cannot give all the details of the paper

here, but would like to summarise what to me seem to be the most important points.

15



The starting point for the analysis of the method are the suiting norms. First of all, let us

define the following discrete energy norm according to the bilinear form in (7):

lollly = = IVeolli + >0 18720lE + 3 187 0lllE + llne - [VolllE. @)
KeKy, Eec&;, Fer,

Furthermore, for a function v € (H?(T"))¢ or v € V},, we define

ol = el + > 172V, vl ©)
KeKy,
Note that by construction the sum over all integrals over 0K for all K € K}, is just two times

the integral over all F € &;,.

Remark It would be possible to insert the edge-normal into the last part of the *, h-norm,
leading to

2
lolll; + > 11A*neVr, vll3-
Keky

That would make the proof of Proposition B.5.5 a bit shorter, namely in Equation (13). However,
we want to follow the definition of Burman et al. here. In the high order case however, we
will go this alternative way.

The facet part of the discrete norm is abbreviated as

ol = > I~ [llF + e - [Vo]3-

FeFy,

Another important ingredient of the analysis of the method is the technique of lifting the
bilinear form and the norms. In order to do so, we first of all lift the discrete approximations

of the surface with the closest point projection, namely
K = {p(K) | K € Kn}

This is a meaningful definition because by construction KX C I'j, and by assumption I'y, C Us,,
so K C Us,. The closest point projection p was just defined on Us,. By assumption the image

of I'y, under p is I', and therefore I' = Uy ext I !. The set &} is defined accordingly:
& = {p(E)|E € &}

Then we can also define our bilinear form with respect to those geometric entities (and the

16



according gradient), leading to

ah(u,v) = Y /KZVFU'VFU— > /El{nEz~Vu}[v]— > /El{nEz-VU}[u]

Klerch Eleg! Elegy,

+ 22 5 [ el

Elegy,

For functions v € H*(T") or v € V., the following norm can be introduced

ol = 32 IVrollge+ D0 IR 2WlIE + 32 12 Veol 3k

1 l l
Klek! Eleg} Klekh

In the following, we will sometimes abbreviate certain sums of norms on entities which are

collected in a set like Kj, or £,. Namely, we will just write

|...[|3 for > |l...|% for some setof regions X.
Xex
The solution to the strong PDE problem w fulfills an identity with the lifted bilinear form, as
one can show with a calculation which is essentially the derivation of the weak problem the

other way round:
ai (u, v = 1(v') Vv € Vir, . (10)

The forthcoming analysis of the method will now proceed as follows: As a first important

result, we want to show coercivity and continuity with respect to the norms ||.. .||, and
- - MMl ﬂ It will turn out that the norm ||. .||, is suitable for the coercivity estimate and
the [[.. .||, . norm for continuity. We invite the reader to already have a look at Proposition

B.5.5 and its proof to know the motivation for the technical estimates which directly follow
this remark. The motivation can be briefly summarised as follows: The proof of Prop. B.5.5
will require the equivalence of the two norms, which is stated in lemma B.5.%4. For that we
will now prepare and proof a series of estimates in the lemmata B.5.1 to B.5.4. We collect the

estimates and preparatory results in the following paragraphs, whose names refer to [4].

Section 3: Domain Perturbation Related Estimates The fact that we numerically con-
sider only a polygonal approximation I';, of the actual surface I" leads to a numerical error. In
order to control it, certain estimates about integration on those regions are needed.

First of all, the respective gradients have to be related to each other. Since the numerical

>Or to be more precise: With respect to one of them; but the mentioned proposition is the key intermediate
step.

17



surface ', comes with its own normal vector, the gradient of an extended function « is
projected to a slightly shifted tangential space. But fortunately, the gradients are related to
each other in terms of an operator B, which depends on the signed distance function p and

its Hessian H:

B = PF(I—pH>PFh,
th’Ue = BTVFU
erl = B_TVFh"LU.

Those representations allow one to show the boundedness of B, its inverse, and Pr — B BT
by exploiting the estimates from the Assumption B.A. (see [4, Lemma 3.1, Appendix] for the
details)
Furthermore, it can be shown that the change in the integration measure if we go from a
K € Ky toa K!, or froman E € &, to an E', is bounded. (see [4, Lemma 3.2, Appendix])
The most important consequence of these two observations for the forthcoming analysis are
that the norms on the discrete and lifted geometric entities are equivalent. This is summarised

in the following lemma.

Lemma B.3.3 Forv € L*(K;,) and w € L*(K}) it holdd]
CP33 o], < W', < CP222ollk,, O lwlllie, < llwlley < CF224 |k,
Forv € L?(&,), w € L*(&)) it holds
CB335||y ||, < Hlesg < CB330|y|le., OB, < lwller < CB338 ||y,
Forv € HY(K,), w € H'(K}) we have

CB'g'g'gHvrthlch < HVFUZHICﬁL < 03'3'3'10”VF;LUHIC;L>

C73 1V, < Wl < OP27 91,0,
For v € H?(I")¢ or v € V}, it holds

OB.3.3.13HVFhUH6Kh < HVFUlHBICﬁL < CB.3.3.14HVFhUH8’Ch'

v € L?(K},) is a shorthand for v: X — R with X such that X D KVK € Kj, and v|x € L2(K)VK € K.
It will be also applied to e.g. H'(...) later on.

18



This lemma can be applied to the norm definitions to obtain the next lemma.

Lemma B.3.4 For a function v € H*(T")¢ or v € V},, we have

ol < ¢”* el

Proof Let us begin with writing down the left hand side of the inequality squared:

2
L o R o [ 1 P [\
N ———— —_—
S(CSA3A10)2||Vrth,2Ch g(CBA3A3A6)2H[v]H§h §(03A3A14)2”VFhUH%)Ch

This implies that the result holds with

CB.3A4 — maX{c3.3.10 C3.3.6 03'3'14}. ]

Section 4 In that section, firstly several useful inequalities are introduced. We start with a

trace inequality for v € H*(T;,)]
[vllor < CE4 (B2 ullr + K| Vollr) YT € T

A similar estimate does also hold with respect to the surface I' restricted to the element

instead of the boundary
[ollrrr < CP402 (72 o)lp + B[ Vollr) VT €T,

under the assumption that the surface is reasonably resolved. The latter is always provided in
the relevant lemmata by the assumption of a sufficiently small mesh size. (See the reference
in [4] for details)

Correspondingly, it holds for the skeleton F:

[ollgnr < CP4% (R72 o]l + V2| Vol|r)  VE € &, F € F.

For a facet F' of an element 7', F' € @7 and therefore || . ..
with

» <|...|lg7 This provides us

[ollznr < CEA4 (W7 ollr + | Vollr + BV ® Vollr)  VE € &, F € Fi,

’See Fn. |§Ifor notation.
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where O'B404 — 9. (B40.1 (1B.4.03

For a function from the discrete space V}, v, € V3, we have simplified similar estimates,

namely

HV’UhHT S CB'4'O'5h71H’UhHT VT € 771

Furthermore, if we want to relate the integral over 97" with the one over 7', we have

lonllor < CFAXR" Y lupllr, [[Vonllor < CE4OTRY2|Vupllr VT € Tr.

Again, instead of the boundary 07T, we can also use the surface:

[onl| ke < CEAOTRT2 o7, [|[Von| e < CEAO3RTY2| V|l VT € Th K € Ky,
||UhHEﬂF S CB'4'0'9h_1/2”UhHF, HVU}LHEQF S CB'4'O'1Oh_1/2”VUhHF VF € .FmE € gh.

For the parts of the analysis after Lemma B.6.1 there are some estimates on interpolation
operators required which could be conveniently introduced here. However, the detailed
estimates are relevant only for details we will skip in this thesis. Therefore let us plainly
introduce the notation Ij,: L*(N,) — V}, for the Scott-Zhang interpolation operator mapping
a L? function on N}, into our discrete function space. | The reader might want to consider [4]

and the references therein for further details.

Section 5 In section 5, Burman et al. introduce the concept of fat intersection coverings.
Those are necessary for the analysis since in an unfitted setting it can happen that a particular
K € K}, is only a small cut compared to the background triangle " € 7, (see, e.g., Fig. [5). The
fat intersection property states that for such elements we can find a nearby element which
has a significant cut. To state this more accurately, we start with some definitions for a point
r €. Let Bs(z) = {y € R?||x — y| < §}, where | ... | is the usual euclidean norm, and Dj
the intersection of this neighbourhood with I', D5 = B;s(z) N I". Then we collect all elements

of K}, which have an intersection with that Ds when they are lifted,

IC(s,x = {K e | K'n D(;({L') 7& @}.

8 As Christoph Lehrenfeld pointed out to me, the Clément interpolator would also suffice here, since there are
no strong boundary conditions to impose.
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Figure 5: Fat intersection property helper definitions illustration.

Furthermore, the corresponding elements are
7:5’2; = {T e T, | NIy € IC(;@}.

Those regions are illustrated for 6 = h for a simple example (a part of the starfish we will
introduce in detail later) in Fig. [5| The fat intersection property then is: For every triangulation
7T, resulting from the maximal mesh size parameter h € (0, k] for some reasonably small Ay,
there is a set X}, C I such that:

(1) The set {/Cp . | x € AL} covers /Gy, Le.,

Kn= U Knn

$€Xh
(2) The set {7y, |z € &)} covers Ty, ie.,

771: U 771,30~

$€Xh
(3) For every point y € R? we have

#{x € X |y € Thay < CBAOL

(4) For every x € &}, we have
#771,1 < CB.5.0.2'

(5) For every x € A),: Each element T € 7T}, , shares at least one facet with another
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T € Thy.

(6) For every z € X}, we can find a T, € 7T}, , such that

CPSO3NT < h- [T NTh| = h-|K,| < CP50 T,

Some explanations might be convenient now: Property (1) states that we have to choose
enough points for A}, such that the whole discrete surface I'y, is covered with the /C;, , induced
by the © € &),. Property (2) just mirrors that with regard to the active background mesh
and the 7y, .. Property (3) says that only C'-50-1

other. All the constants do not depend on k. In the example in Fig. |5, we have C5-50-1 = 2,

of the sets 7}, , should intersect with each

The properties (4)-(6) now focus on a specific 7}, (for some z € A},). Firstly, such a region

should consist at most out of C'B-5-0-2

elements. In the example, this would be 5, due to 7}, ,.
Secondly, for each element in 7, , we can find a neighbour within that set. An example of an
element with only exactly one such other element is the one double coloured in Fig. [5/(the
double colouring in the volume is unfortunately hard to recognise. The reader might want to
consider the correspondingly coloured boundaries as a guide). Lastly, our specific 7, ,, has at
least one element with a “fat intersection”.

It has been shown that this property holds for regular meshes in [3]].

From (2) and (3) we can conclude the followingﬂ
Lemma B.5.x1 Forv € L*(N,), w € L*(K}) and X}, Tj. as above, it holds

ol < 22 Illi7,, < C%* vl
Z‘GX}L

lwlik, < > llwllk,, < 7wk, -
TEX},

Furthermore, we can define a local inner facet space for each x € X}, Ty, ,, as
Fre ={Tt*NT | T T~ € Tho, TT £ T},

which also satisfies

7, < > v, < %,
TEX),

for v € L*(Fy).

This is our first helper lemma, see the first paragraph of this section for a remark on the admittedly a bit
complicated numbering policy.
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Proof Let us begin with the left < in the first line. Inserting the definitions gives that we

need to show

[0]

=2 vl < > X lellz = X ol

TeTh rEX), TG'ThJ- rEX),

2
77L,(L' '

Since each T' € 7T}, appears in one 7, ,, which is (2), the result holds.

For the right hand side <, we can rearrange the double sum to obtain

Z ||U||QTM = Z ar||vl|%, where ap:=#{xcXx,|Tc Tha}-

Q?EX},/ Teﬂl

By (3) we have ap < OB-501 since otherwise we could pick an arbitrary point § within the

T in question to arrive at a contradiction. Therefore,

> loll7, <222 3 |l
TEX " —.cBs5x1  TET,

For the second and the third line a similar argument can be put forward regarding X;, and
Fh. ]
To make use of the fat intersection property, another lemma is needed. This will allow us

to relate the norms of functions on adjacent elements.

Lemma B.5.1 For a function v which is discontinuous but element-wise linear on a
quasi-uniform mesh 7}, consider two simplicial elements 77, T5 sharing a face F'. There we

have

o]z, < OB (o), + AlllIE + k3 llne- [V0])13) |
IVol3, < CP222 (Vo) + B Y|[llF + hllng - [Vo]]13) -

For a proof see [4, Lemma 5.1] and the reference therein. In the proof the following inequality
is exploited:
IVl < CP208 (lnge - [Volllz + A2 []I17) - (11)

We continue with some further intermediate results
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Lemma B.5.42 Letz € A&}, 7, be given as in the definition of the fat intersection

property, and v € V},. Furthermore let }, , be given as in Lemma B.5.x1. Then it holds

Fow SO (Jollg, + RINE,, + B Ine[Volls,. ) -

0]

Proof We start by writing out the sum on the left hand side:

li7,, = > Ilvliz-

T€Th,

By fat intersection property item (4), the sum goes at most over C?->02 entries and we are
now going to show that each is bounded. Eventually, we will arrive at the product of this
element-wise bound and C'-5:92 as the total upper bound.

So let us assume we are at an arbitrary T’ € 7}, , and want to consider ||v||3.. We know that
Th.» is connected by construction and that there is some “fat” T}, € 7}, ,. Therefore we can
find T, ..., T, such that Ty = T and T}, = T, and n < CB592 Andforeachi=1,...,n,
T, and T;_; share a face, which we would like to call Z:},l /2. Then we can apply Lemma B.5.1
to 1y, T, and Fl /2 to obtain

ol < €221 (ol + Bl , + Blne(Voll, ).

Now we continue with T3, T5, Fi41/s:

+h3||nF[VU] 2

o, < CPH1CP ol + Aol o

||F1+1/2
),

+hll[llE,, + B llne[VollG

Fi/2 Fi/2

which together with C?511 = max{1, C?511} leads to

Fi_1)s

o2, < (CB>11)2 <|| v]|2, + ZhH +h3llnp[w]||%“/2>-

This can be iterated to

[o]|3, < (CP5Hhr <|1v||Tn+Zh|| iz, , +Blne VoIl />

=1

By definition 7}, was T}, and furthermore we note {Fl/g, Fiyyg, ... Fn_l/g} C Fha» such
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that we arrive at
=~ B.5.0.2
oll7 < (CZ5 N7 (Jollg, + pllIE, , + 2¥ne Vol ) -
That gives us the estimate to be proven for

CB5#2 _ B502, (maX{CBﬁ.l.l’ 1})0350«2‘ O

Lemma B.5.x3 For each x € &), with A, satisfying the fat intersection property, we

have for v elementwise constant (this is v|7 = ar)
[vllz, < CP*2- R v,

Proof We observe that by property (6) of the fat intersection property

h
[vllz, = ar, - [T:] < @me| 2| = WHU“KI7

such that the lemma holds with C5:5*3 = (CB-5:03)~1, O

Now we are ready to state the first norm estimate
Lemma B.5.2 Forv € V),
W o = A, @I, < €792 (I, vl + Ao, + A3, ).

holds for h € (0, hy| for some hg < 1 small enough. Here Ar, (v) denotes the mean value of v

over [',.

Proof We assume Ar, (v) = 0. For the case Ar, (v) = @ # 0 we can consider the function
U = v — a € V), to show the estimate, since the terms on the right hand are not sensible to
the addition of a constant.

To estimate ||v||%, we first of allnote that || ... ||, and || . .. ||, can be used interchangeably

25



by the definition of Ny, (6):

5.x1 5.%2
[, = vl7 < > lol7, < ¢%° (Z ||v||%t+h||[v]||3rh,z+h3||nF[Vv]||?rh,z)

Z‘E/Yh Z‘E/Yh

5.1
S CB.S.*Q ( Z “,UH% ) + CB.B.*ICB.5.*2 h”[U]HQ]—_h + CB'5'*ICB'5'*2}L3||TLF[V'U]H%:h~
x N——

rEX}, =T

Now we have to consider the last summand in more detail. With the abbreviation C'S + Y

for the application of Cauchy-Schwarz and Young’s inequality["’| we have

N VU|||lr, > ng Vieft — V Uright Vleft Uright
InelVell, < 0 [ el [V = Vogul <2 5 [ 190l + [Tl

Fery, 1 FeFy,

FrnCoTy
"< 2| Vo3 < 2(CEAOT R Vo)

Together with h < h™! (since 0 < h < hg < 1) we arrive at

B CB.5.*2 B
h 1“””?\@ < ; (Z HUH%I> +mh QH[QJ]H%L —|—7T1h(CB'4.0.7)2”VUHQTh'

TEX},

The two second summands already look promising, so we continue with the first. We now
introduce a scalar element-wise constant average function v of v, which satisfies v|r = ﬁ Jrv.

This function satisfies
v — 0llp < hCP>O0 [ Vo],

That could be shown by an explicit calculation on the reference triangle and then mapped to
T, or by an L? interpolation property for the approximation with piecewise constants. Then,

we have by using Cauchy-Schwarz and Young’s inequality again

> lvlin <2 3 llv=olz, +2 3 llollz,

reX) rEX}, rEX),

< 20PN Y u—alh+ 30 20855 hol,

T€77—L ZEGXh

S 208'5'*1(CB'S'O'G)thHVUH%—h + QCB'5'*1OB'5'*3h||1_)H2,Ch.

a b
a0l = [lal >+ [bIP£2(a,5) S lal2-+ B2+ 2l all[bl] < fall?-+ b2+ 2( LLLHIEE Y — o) 4 2]
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To exchange v and v in the last summand, we observe

RO, < Rlloli, +hllo = oliZ, < AllllE, + (€547 o - o],
< hfollg, + (CBAOT PRS0 Vo,

The last step in the proof now is to estimate the term hl|v||3, . We will skip this detail and
just take from [4} (5.24)] that

hlol, < € (R IRIE, + ol +AIVeelk,) -

Inserting this back again gives us

=T

S Ioll2, < RRIVo|l3, 207571 (CR500)2 (1 4 CB53(cB40T)2)

TEX},

+ 9 B5+1 (1B.5x3 (hfl H [U] ‘

=3

5, Wl + RIVelR,)

such that

TEX},

(/B-5.%2 9 B.5.%2 2
| 2 il | < CP2h)| Vol m
+ OBy (W23, + el + 1 Vr0lk,)
and

Dol < O 2R Tul ma + C25 2y (2wl + Kol + V0], )
+mh 2|5, + mh(CFON? Vo7
< HVFhUHQICh [03.5.*271_3} +hHVUH?\7h {71’2035'*271'1(03'4'0'7)2}
~———

=Ty =T
+ 2 ([]1%, [7sCP5 2 4 m] R3], [rsCPP .
——
=T =TT

For something like / sufficiently small such that htom, < %, we obtain the estimate of the
lemma with C5-5? = 2 max{my, 75, 76 }. O
In the next lemma, we estimate the gradient of v on N}, against the discrete gradient of the

discrete surface and the facet triple norm:
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Lemma B.5.3 Forv € Vj, and h € (0, ho] we have
BVl < CP02 (V0% + lloll3,) -
for hy sufficiently small, where a = A, (V).

Proof First of all note that for v € V) the gradient Vv lies in V}, x V}, x V}, since
differentiation only reduces the polynomial order. Furthermore note that we can derive a
vector valued version of Lemma B.5.2 by simply applying the actual Lemma B.5.2 on each

component. Starting with (6) and Cauchy-Schwarz and Young’s inequality, we obtain
hlIVolly, = 2lIVol7, < 2hllal7, + 2]V — a7,

Now we observe that higher derivatives of v vanish, by construction of V},. So Lemma B.5.2.

gives us
Vo, < 2hllall7, +207°2 [V, (12)

Regarding the first term we arrive at

hllal7, = ha’ (Z ITI) < C*"h*’ ( > IK|) = C"h*allk, .

TeTh KeKy,
—_———
[Nl ITn|

applying the assumption of a shape regular triangulation in the estimate in the middle.

From differential geometry arguments (see [4]) we can argue that a — || Pra|r for a € R?
defines a norm on R%. On a finite dimensional vector space all norms are equivalent, so we
have ||a||r < C~II|| Pra||r. With that we can estimate

. e ol
lall, < (C7** ) allg = (C7*2H) a|lr < cpasilfralr
ol A—ineq (-l
< (C'B3.3.1 C{B.3.3.2||P)Fa||’€h < 03_3.3.10B.3.3.2 (”PrhaHKh + ||(Prh - PF)CLH’Ch) .

From Assumption B.A and inserting the definitions of Pr and P, we obtain |(Pr, —Fr)| < Ch,
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where (' is proportional to C?92, This leads to

ol ol
(B33.1 CB.&S.Q (HPFha”’Ch + Ch”aHKh> < 203.3.3.1

lallx, < CP332 || Pr,allx,

1

for h so small that th;!,:g,“l CB332 < 1 Hence, h?|al[}, < h*7||Pr,all%,.

We continue to estimate the latter term:

CS+Y
P Prall, < 2070 Po,Vollk, + 2071 P, (a = Vo),
vr,
< 20|Vl + 20711 P, Pl (@ = Vo),
<207V, vl + 2(CPHOT | Pry Pl (a = V)17,

< 217 Vr, v, + 2(CHAN)2CE2 B | [Vl |,
Putting those results together leads to

hllall7, <20 2|V, vlk, + 2077 (C7H )20 P, | ([ V||,
——

=g =73

where we can apply now, to arrive at
hllal3, < mh®|[ Ve, ol + 70200 ([Ing - [Volll, + 27015, ) -

This can be inserted into (12), to result in

1] 117
VoI, < 2mh?(|Vr,vllk, + 2msCP002 (an [Vl + hf” +2C722 [V,

— 21|V, 0l + (273008 1 2055 - (V|3 + 2maCB P00 h w3,

Comparing this to the result we want to show, namely
MV, < C7% (W90l + B3, + Ine-[V0])3,)
we can finish the proof by setting

CB.5.3 — maX{27T2, 27'('303'5'0'5 + 203.5‘2}' N
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Let us now come to the next estimate.
Lemma B.5.4 Forv € Vj, h € (0, hy| for some hq sufficiently small,
2 B.5.4 2 2
BVl < G0 (IVn0l7, + i)

Proof First of all,

... |lax, = 2-||.-. ||, by construction. With that we have

R Vr,vll5c, =200V, vlE, < 2R°CT40|Vr, 0],

S 2h—103.4.0.903.4.0.6 Hvrhvngrh
B.5.x1

S 2h7103.4.0.903.4.0.6 Z HthUnghz_

TEX,

Note that since n;, and Vv are element-wise constant, also V, v is element-wise constant.

So when we apply B.5.%2, the right-hand side term vanishes:

h”VFhUH?ﬂCh < hfl 203.4.0.903.4.0.603.5.*2 X (Z HVF}LUH%} + hH[VFhU]Hg:hx)

= TEX},

< mCBo (Z H%w\lf@) +m (Z H[VFW]HZI)

rEX), TEX)

S 71_1613.5.*3035.0.1 ||VFhU||2ich 4 71_1085.*1 ||[vThU]H§—'h

=Ty =3

On the first summand we can apply the fact that I', = (J Ky, such that
Ve, vlik, = IVe,vlit,.

Regarding the second term one can show with the definition V, --- = P, V..., an identity
about jump-operators, and an estimate on the difference between FPr, and Pr based on
Assumption B.A that [4, (5.43)]

[V, 0ll%, < Ch2||Vo|2. + DI|[Vo]|%, < ChCEAOT| Vo3, + D||[Vo]||%,
< CCBAOTCBES (R2||Vr, 0|k, + (Ioll%, ) + DIV,

=4
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Putting together those estimates gives

2
IV, libe, < mllVe,vll, + mmah?l|Ve,vllf, + msmalvllz, + 7DVl

< (my + m3ma) |V, 0l|3, + (m3ma + m3D)||J0]|5, -

So the estimate holds with C%-54 = max{my + w37y, 374 + M3 D}. O
Now we are able to pose a helper lemma which states the equivalence of the norms ||. .. [, ,
and |-,

Lemma B.5.%4 For all v € V}, we have
ol < olll,, < S5l

Proof First of all, let us review the definitions of the respective norms:

2 — _
lolllz = 1Vr,0lk, + 1872 RIIE, + 187 0%, + ling- [Vo]l%,
2 2
o = ol + |21 Vr,

o]

‘2
oK,

Hence, the left hand side inequality follows directly by definition. For the right hand side

inequality we insert Lemma B.5.4 to obtain
2 2 5. 2
el < Woll2 + ¢34 (1m0l + ol )

Since the norm on K, is the same as the norm '}, the estimate holds with C'B-5** = (1+
03.5.4)1/2' ]

Now we can show the important fact that our bilinear form is both coercive and continuous:
Proposition B.5.5 (Proposition 5.1 in [4]]) The discrete bilinear form A, satisfies
Ap(v,v) > OB o||? Yo €V, (coercivity)

and
Ap(u,v) < CP552||u]l,, - llvlll, VYu,v € Vi, (continuity)

for g, Br, vy large enough and h € (0, hy| for hy small enough.
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Proof Regarding coercivity we start with inserting v two times in A;, to obtain

An(v,v) = [IVr,vlk, = 2({np- Vo}, [v])e, + %H[v]llih + iiH[v]H% +9llnr - [Vo]l|,

> [|Vr,vlik, — 2({ne -V}, [v])e, + %H[U]HQ +min{Be, 1} lll%,

, . . (b,)
Now we apply Cauchy’s inequality with ¢, namely (a,b) < €-(a,a) + 5

2({nE ’ V'U} ) [U])fh = 2(h1/2 {nE ’ VU} ) h_l/z[v])gh

L, _
< 26|02 {n - Vo [, + o P72,
such that
An(v,v) 2| Vr,olk, = 26[h'? {ng- Vol |,
1 _ . 2
+ (82— 50 ) I 2ll3, + min{Be, 7ol
Now we exploit an interesting identity stemming from the orthogonality of n;, and n g, namely

ng-Vr,v =ng-(Vv+n,-(n,-Vv)) =ng-Vu+ngny, - (ny- Vo) = ng - Vo,
=0

to obtain

5. 2
2e[[0"* {ng - Vo} |, < ehllng - Vi, ol3c, < € ([Vr,0llz, + llvli%,)

Putting this together yields

Ap(v,v) (1 — eCP>H)||Vr, vz,

1
+ (85 = 50 ) IR 2D, + (mingBr, 7} - €75 ol

We come to the conclusion that

CB,5.5.1 — min {(1 o ECB'5'4), (6E o 21€> ’ (min{ﬁp, ’Y} o 603'5'4)} ]

For € small and Sg, B, and -y large this term indeed is positive.

Regarding continuity we begin with writing down Ay, (u, v) with an inner product notation
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parallel to our || ... ||c, notation:

Ap(u,v) =(Vr,u, Vr,v)x, — ({ng-Vu}, [v])e, — ({ng- Vol [u])e,

+ 52 (u], ), + 25 (u], ()5, + (- [V, - (0],

Applying now Cauchy-Schwarz inequality to all summands leads to

Ap(u,v) <[V ullic, Vel + [1H{ne - Vul lle, - [[v]lle, + 1H{ne- Vol e, - [lfullle,

Br

B
+ = llullle, - lollle, + 25 Mz, - Mellz, +vlne - [Vulllz, - llne - [Vl .

Now we can apply a variant of Cauchy-Schwarz inequality about sums of products of real

numbers, namely
> uw; < (ZU?> ' (ZUZQ> ;
i=1 i=1 i=1

with u; = ||V, ulic,, u2 = VAl {ng-Vu} e, us = /1/R[|[u]lle,, us = /Be/hl[ullle,.
us = Brh | [ulllz,. us = Allne - [Vill|7,. v1 = V0l vs = VA| {ng- Vo} [|g,.
vy = /1/D[[[V]lle, va = \/Be/bll[V]le,> vs = VBrh V7 v6 = VAllne - [Vl 7,

Inserting this yields

Ah (uv U) S

143 3 2
(IIVrhUH;"ch + h|[ {ng-Vu} |, + . P [u]|2, + h%!l[ﬂ]!\?rh +yl|lng- [VU]H%)

N

1+ B
: (HVrth?ch + [ {ns- Vol g, + — =Nellz, + h%H[U]H% +9llne- [Vv]Hfrh> :

while

1 1
lolll, , = \/IIVrhvll}%h + Iz, + 5], + llne - [Volllz, + Al Ve, ol
Regarding the first £, term in the upper bound for A, we can estimate

h h h
Wl {ne- Vo, < 5lne-Volac, = Slne-Vrolag, < 51Veelac,  (3)
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Combining those results, we end up with

1
Ah(’u, U) < maX{L 57 1+ BEa BFv /Y} ’ |||U'|||*,h ) |||u|||*7h7

=max{1+Bg,Br7}

such that CB-552 = max{1 + Bg, Br, v} - (CB-54)2, O

The result that the bilinear form is coercive and continuous on the discrete function space
implies that our discrete problem has a unique solution by the Lax-Milgram lemma. It reads
(see, e.g., [14} 2.28]):

Lemma (Lax-Milgram) Given a Hilbert space V/, a coercive and continuous bilinear
form A(...,...) and a continuous linear form f(...). Then there exists a unique solution
u € V solving

A(u,v) = f(v) Yve VW

The solution satisfies the stability estimate ||ully < aj'||f]

v, where «a; is the coercivity
constant of A.

Now that we have proven that there is a unique solution to our discrete problem, we can
investigate how far it deviates from the continuous solution. That is typically done in a Strang-

type lemma like
Lemma B.6.1 With u € H?(T) the solution of (1) and u, the solution of (7), it holds
= unll  SC5 U = e+ sup ol (an(T, ) = al (), )
veEV),
~1
+ sup [[[vlll," (1(v") = I (v))).
veV)
Proof Writing e;, = Iu® — uy, we can start with the triangle inequality to obtain

s = unlll,p, < Mlu® = Inucll,, + lleall, -
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By definition e, € V}, since V), is a vector space. With the norm equivalence of B.5.%4 in

mind, we now investigate ||e,||,:

llenllly < (CE51) T Ay (Tyu® — up, e) 2 (CB251) T (Ap(Tyus, en) — ln(en))
(CBS5) Ay (Lt en) — b (u, ¢h) + U(eh) — n(er))
(03-5-5-1)_1((ah(]hue, en) — ab (Ihue), 62)) + (5(62) - lh(eh))

— alh(u — (Ihue)l, elh) + 7n(Ipu’, ep))
= (OB N NI+ 1T+ 11T+ 1V).

Regarding the first term we can of course consider the supremum over all v € V), instead of

the particular e, and end up with an upper bound:

1< el sup lolly” (an (T o) = (), o')).

veVy
The same point can be made about II, leading to
—1
11 < leall, sup o]l " (10") = ta(v)) -
veV

III: Apply Cauchy-Schwarz on a}, respectively the norm |||. .||, to obtain

B.3.4
11 < Ju = ()| -led]), "< @72t = @)l lenll.

< (CPA2CEue — (D), - llenll

To bound IV, we note that jj, is the bilinear form associated to the facet norm. That allows
to apply Cauchy-Schwarz again. Furthermore, for ¢ the jump terms vanish since it is the

continuous solution. This leads to
IV = jn(Ipu® —u ep) < [u = Lyu| 7, - lenll 7, < lllu® — Inul|l, 5 - enlll,-

Collecting these results, we end up with

CB.5.*4

CoB61 14 03.3.4)203.5.*4 + 1) 0O

cmesr

The analysis in the Burman et al. paper now goes on to estimate the second and third term
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in the last lemma as follows: For all u,v € V),

Jag, (', v") = an(u, )| S B2 {lall, vl (14)
(W) = tn(u)| < P2 ]l (15)

Eventually, we arrive at
Theorem B.6.1 It holds
llu® = unll,,, S BUfIe  [Ju® = uallc, S P2IFIr.

Comments on the proof For the first part, we have to combine and (15) with the
Strang lemma B.6.1. Then an interpolation bound (we skipped that in section 4) is needed as
well as Equation , and the estimate follows. For the second estimate, the error bound in the
L? norm, an argument exploiting the dual problem is sufficient. The reader might want to

consider [4, Theorem 6.1] for more details.

2.4 Numerical examples

Let us now illustrate and support the theoretical findings by some numerical results. In this
subsection and in all further numerical considerations, we will follow Burman et al. in slightly
modifying the solved partial differential equation in order to facilitate the implementation.

Namely, we consider the problem
—Aru+u=f on T.
The continuous bilinear form then takes the form
a(u,v) = (Vru, Vro)r + (u,v)r.

Compared to Equation (2), the tweaked bilinear form has the constant functions not in its
kernel and therefore we do not have to consider the solution space H'(T")/R. This theoretical
benefit is mirrored on the implementational side by the fact that we do not have to ensure
that our solution has zero average.

Furthermore, we will not only consider test problems for which a signed distance function
can be given easily. That will only be the case for the circle and the sphere. Otherwise, we will

only have a levelset function “approximating” a signed distance function. But the theoretical
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Figure 6: Circle and starfish geometry stemming from ¢, and ¢-

assumption of a signed distance function was stronger than what would actually be needed
for the method to work, as the fact that Burman et al. themselves consider a problem with a
mere levelset function in [4] Section 8.1] mirrors.

In their paper, Burman et al. present two numerical examples in three dimensions. To
complement those demonstrations, I want to investigate two examples in two dimensions
here, namely the circle and the starfish geometry. They are given by the following levelset

functions

b = \/m — R, = \/m — [ro + 0.2 sin(5 - arctan2(z, y))|

where arctan2(z, y) is the function which extends arctan(y/x) to the singular cases and all
four quadrants.

The resulting geometries are shown in Fig. [} The corresponding right hand side is calculated
such that the solution u turns out to be u = sin(y). For that the following representation of

the Laplace-Beltrami operator is implemented in Sympy (see [4, p.20]])f]
Ar = Au —nr-V ® Vunr — tr(Vnr)Vu - nr.

The right hand side is—especially in the starfish case—to long to be shown here. The calcu-
lations are performed on an unstructured background mesh on the region [—1.5, 1.5]. The
maximal allowed mesh size is controlled by a parameter n as 0.5""2. The stabilisation is set
to fg = Br = 50. We observe the error between the analytic solution and the numerical

approximation in the L?- and H'-norm on I'. The results are shown in Fig. [7| and |8| and

"1 André Massing provided me with an implementation from a different context and I adapted it to our case.
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Figure 7: Convergence behaviour of Burman et al.s method for the circle case. hyp,, = 0.5"2.
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Figure 8: Convergence behaviour of Burman et al’s method for the starfish case. hp,, =
0.5"+2,

exemplify the theoretically suggested convergence rates of 2 in the L? norm and 1 in the H*
norm. The numerical experiments are performed using ngsxfem[? which is an additional

package for the finite element software ngsolve. [17][7]

2.5 Hybrid DG in the plane

In our background example, the Poisson equation, it is possible to consider another variant of
the presented Discontinuous Galerkin method (Subsection 2.1), namely a hybrid DG variant.
The underlying idea goes as follows: If we consider how many degrees of freedom on adjacent
elements are coupled with each other (which eventually lead to non-zero entries in the matrix

of the discrete problem), we observe that all do that. To reduce those number of couplings

12 Available at ht tps: //github.com/ngsxfem/ngsxfem
3 Available at https://ngsolve.org/
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one might introduce an additional polynomial function space. To be a little more precise,
let 75, denote the triangulation of the region (2 and F}, the facets of the corresponding mesh.

Then the discrete function spaces are defined as

Vi = {u e L2(Q) |ulr € PU(T)VT € To),
Ve = {u € L2(S) ’ u’ag = (0 and U‘F S Pk(F) VFe .Fh},
Vi, = Va x Vp,

where the skeleton S should be defined as

s- U F
FeFy,

The discrete bilinear form corresponding to the interior penalty Discontinuous Galerkin
method of Subsection[2.1] the hybrid(ised) interior penalty method, takes the form

Alu, @0,0) = > /TVuVU— > /8TnVu(v—@)— > /aTan(u—ﬂ)

TeT TeTh TeTh

ok 3 /BT(u —)(v— ).

4+ —
h TE€Th

If we compare this to Equation (4), we observe first of all that the volume contribution
remained unchanged. The facet integrals are now sorted differently; we are not any more
summing over F' € Fy, but instead over the boundaries of the 7" € 7. Apart from that,
we still have the consistency term scaled with ak?/h and the jump times normal gradient
summands. Regarding the latter, we do not average but just take “our” element’s value, in
some sense because evaluating the average again would make it impossible to evaluate the
contributions from each element separately.

When this method is implemented and compared to the plain Discontinuous Galerkin
method in the plane, the convergence results will be very similar. The difference is rather on
the computational side: The number of non-zero entries in the final matrix scales differently
for both variants; for the hybridised method we often start with more non-zero entries for
first order polynomial approximation spaces. But when we increase the order, the number of
non-zero entries will not rise as fast as in the non-hybridised case. We will demonstrate such
a behaviour in a later subsection and keep it with this general remark here. Furthermore, the
fact that in assembling the bilinear form of the hybrid problem only degrees of freedom on

each element are needed locally, can be an advantage for parallelisation. But that of course
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depends on the general implementation framework chosen.
For further details on this method, also about the analysis, I would like to refer the reader
o [[10].

2.6 Hybrid DG on an unfitted surface

Let us now transfer that procedure to the unfitted surface. First of all, we would like to keep
our regions Ty, Kp, Fr, and &, as well as the discrete interface [, as they are. We start by

again considering the same discontinuous polynomial function space for the volume part:

Via= @ P(T) and Vo= {v Vil [ v= o}.
TET 'y

Furthermore, we introduce a function space on the facets:

Vip = @ Pi(F
FeF,
Since we have not only the boundary jump terms in the bilinear form a;, but also the normal
gradient jump terms in the stabilisation j;, we now use a new function space to introduce a

scalar variable for them:

Vh,C - @ PO(F)
FeF,

It is of one polynomial order less, since in the bilinear form it is the counterpart of the gradient
of a function of polynomial order 1.

This eventually leads to the following definition:
Vihys 7= Vioao X Vg X Vi o

Now we are able to transfer the discrete bilinear form A;, of Equation (7) along the lines of

the bilinear form for (H)DG in the plane:

Ahyb( A, 6 Z / Vr,u-Vr,v— Z/ ng-Vu)(v —0)

Keky, KGIC

—Z/nEVv Z/az( — )

Keky, Keky,

—l—Z/ )(v—@)—i—/aTmS'y(nF-Vu—&)-(nF-Vv—?),

2
TeT, JoTNns h
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where again S = Upcz, F. But in this context (by the definition of /3) this only selects the
boundary facets which are adjacent to another element in the active mesh 7}, see Fig. [4l One
could also stabilise on the whole 97, with the latter terms and we actually implemented that
“extended” method. However, it turns out that this extension is not as competitive to the DG
method in terms of non-zero entries of the resulting matrix as the variant we chose. This is
why we consider the restricted variant here.

If we now take into consideration the norms to show continuity and coercivity for the
Burman et al. method (Equations (8) and (9)) and those of the Hybrid DG in the plane method
([10, Eq. (1.2.40), (1.2.41)]), we want to introduce the following norms according to that

bilinear form here:

1
A A 2 A~
(et @, ) g =1 Ve, ullic, + - lu = ll5ie, +

. i = @305 + - Vi = 513705

h?

~ ANII2
=1, .8) 1%,

Q>

2 1 .
Mg =NVl + +llu = @ll5e, +

l(u ;

ﬁHu - ﬁH?)Tth +|Inp-Vu — &"%nms

+h||Vr,ullic,

Now we can show—as in the subsection about the method of Burman et al.—the following

lemmata:
Lemma By,,;,.1 The inequality v/2|||(u, @, )%, nys = llulllz, holds.

Proof The norm ||ull|z, was defined in terms of a sum over integrals over ;.. To be able

to compare it to the hybrid norm, we start by writing down the latter in a similar manner:

A ANII2 N N

H’(uau70)m]—‘h,hyb = Z ﬁ“u - quTﬁS + [[np - Vu — UH%TQS

TeTh
1

= 3 ol lf + e VU = ]
FeFy,

1 ) R ) R

+ ﬁHumght — %+ Ing - Vu" — 5|7
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If we start to write down |||u|H2F}, we observe

1 , 4
|||“H\2fh = ﬁ”umft — I 4 eVl — a2,

FeF,
where we can apply Cauchy-Schwarz and Young’s inequality:

2 . - R R
|||U‘H2]_-h < Z ﬁ (Huleft _ UH% + Humght _ UH%) + 2||anuleft . 0_“%
FeFn

T S A A 2
F Va3 = 2l ),
Corollary By,;,.2 (Hybrid variant of Lemma B.5.3) For (u,,5) € Vj,

A A 2
R Vully, < P2 IVe,ullc, +l(u@,6)l%,,,

~Y

Proof The statement follows immediately from the previous lemma and B.5.3.

Corollary Bj,;,.3 (Hybrid variant of Corollary B.5.1) For h € (0, ho] with h sufficiently
small, it is

_ A A 2
Wl = e, (W, S IVeulE, + 11 @ 6) 1%,

Proof Follows immediately from the previous lemma and Corollary B.5.1.

A~

Lemma By,;,.4  |[(u, @, 6)|[, ,,, defines a norm on Vj pyp.

Proof There are three statements to show:
(1) If |||(u7 a, 6>|Hh,hyb =0,then0 =u =174 = 6.

(2) For a € R we have
(e, at, @& )l 1y, = lex| - 12, @, 8) 1, gy
(3) For (u,@,6), (v,0,7) € Vi hy

A A

l(u+ v, @+ 9,6 + 7A’)H’h,hyb < ||| (u, @, &)’Hh,hyb + (v, 2, 7A'>H’h,hyb'
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The properties (2) and (3) follow from the fact that each summand of our norm is a semi-norm.

For example we have

|lou — adll|orns = |af|lu — @larns,

or

|lu+v—1—0|arns < ||u—a|larns + ||v — Ollarns-

So the most interesting point is actually (1). Assume

1 . S~ A2
0= |IVr,ullk, + 7 llu = allo, + (@ )%, ny

This implies that each summand must vanish. From the previous lemma and the fact that the

left- and right-hand side summands vanish, we arrive at
0= Jlu—Ap, ()%,

which implies 0 = v — Ar, (u) a.e., since the L?-norm actually is a norm, which implies 0 = u

by construction of V}, 5. From

a2 1 . .
0= [||(u, @, U)H‘fh,hyb = Z ﬁ”uleﬂ — % + [|ng - VUl — 5|14

1 .
+ o3 = alf + [Inp - VU =6

in turn we can conclude 0 = @ = &, since the L?-norm on each facet is a norm, and we

already observed that u'¢/!, 49" and their gradients vanish. ]

A

Corollary By,;,.5 ||(u, @, d)]

« h.hyy defines a norm on Vj, .

Proof For the reasons given in the previous proof, the important thing to show is that
the purported norm is definite. But here, we are equipped with even stronger assumptions

than in the previous proof. []

Lemma Bj,,.6 (Hybrid variant of Lemma B.5.4) For h € (0, ho] for hy small enough it
holds

. 2
W Vr,ulle, < CPe (19, ull, + llull%, 1) -

Proof Lemma B.5.3 together with the fact that the hybrid facet triple norm can be used

as an upper bound for the non-hybrid facet triple norm. []
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Lemma By,,;,.7 The norms ||(u, @, &)|l;, 5, and [[[(u, @, &), , ,» are equivalent on Vi pyp.

Proof The previous Lemma can be applied here in the same manner as Lemma B.5.4 in

the non-hybrid proof of Lemma B.5.x4.
Proposition B),,;,.8 A"’ is coercive and stable regarding the norm ||(u, @, 5)||, hyb:

Proof We begin with coercivity. That means, it has to be shown that
AR (u, @, 50,0, 6) > CPo S| (u,0,6) |7 e V(1,0 6) € Vi,

To make everything a bit more convenient, we use the abbreviation u = (u, @, §). With that,
we firstly just apply the definition of the bilinear form and identity the “facet” tripple norm:

Be

hyb N ~ . 2
AR (w,u) > ||V, ullg, —2(neVu,u —a)3, + 5 llu— a3k, + min{Be, yHull %, 1

On the second summand, we apply again the Cauchy-Schwarz inequality with e. Everything

works the same for || ...

|loxc, as it did for || ... ||¢, in the non-hybrid case, leading to
. Lo - .
2(ngVu,u — U)%Kh < 2€”hl/2nEVU||%/ch + th Y2y — U)H?ﬂch-
On the first summand we can again apply the parallel argumentation:

2e| 02Vl = 2eB npVr,ulll, < 26k Vi ulll,

Bpyy-6 By 6 9 2
<260 (|9, ull?, + [l )

Putting all these parts together, we arrive at the statement with

CBrw81 — min {(1 — 2eCBru-6), <5E — 21> , (min{fr, v} — QEOBhy”'G)} )
€

Regarding continuity we follow the same general strategy as in the non-hybrid case, namely

showing boundedness regarding the *-norm and then applying the norm equivalence. Starting
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with a summand-wise application of Cauchy-Schwarz in the bilinear form, we arrive at

hyb A
Ay (u,v) < |IVr,ullc, - [ Vvllc, + [IneVaullax, - [[v = 0]lax,

. BE N R
+IneVollax, - lu — allax, + 7”“ —llaxc, - lv — ?llox,
Br . . . .
+ ﬁ”u —dllorins - |v — Ollomns + vlIneVu — 6lla7,ns - [[nFVY — 7l a75ns-

—-1/2

Here we again insert an 1 = h® = h'/2. h=1/2 and apply the variant of Cauchy Schwarz about

sums of products:

1+ Bk .
2, + hlnsSulde, + 08— a3,

A (,v) < (Hvrhu

Br

1/2
F = s + 2 1ns T~ )
1+ Bk .
(1ru0lR, + Mol + 20— o,
Br

1/2
+ﬁ““ — @Hg’fhﬁs +y|[npVo — ﬂ|c%9’nms>

For each second term, we also apply the entity about ngpV r,)u to obtain

hlng - Vullae, = hlng - Vr,u

o, < Pl Ve, u

2
|8’Ch :
Together with the definition of the norm ||. . .|[, ; 5,4, We arrive at

hyb
Ahy (u7 V) < max{l + ﬂE7 6F7 fy} ' H‘u‘”*,h,hyb ) H|V|H*,h,hyb'

Together with Lemma By,;,.7 the result holds. [

From those estimates one could go on to show that also the hybrid method converges with
second order. However, again technical details of the interpolation operator—besides other
things—would be required. Therefore we will skip a detailed proof and confirm numerically
that the hybrid method actually converges with second order like the method by Burman et

al.
Numerical Example Let us for a change consider a new geometry in 2D to test the hybrid

method. Note that the remarks on the tweaked numerical problem and on the signed distance

function assumption also apply here, as in all following subsections with numerical results.
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Figure 9: The potato geometry

The new geometry stems from the polynomial levelset function
p=(@-1'+y-)"+12-y+14-(z —2)° - 15

and mimics the shape of a potato when combined with 2 = [—4, 4]. In Fig. [9] the resulting
regions are shown. But of course, the method also works with the old geometries. In Fig.
the resulting numerical errors measured in the L?- and H'-norm on the interface are
displayed. The convergence rates are—as expected—second order in the L?-norm and first
order in the H'-norm. The absolute errors are of the same order of magnitude as those of
the DG method. The stabilisation parameters have been chosen g = 10, 5 = 100,y = 1.
These choices were made on a heuristic basis, which is a drawback we will briefly discuss in

the last section.

3 Higher order methods

In the previous section, we discussed a second order accurate method to solve the Laplace-
Beltrami problem in two variants (plain Discontinuous Galerkin and Hybrid DG). It was bound
to that order of convergence because of two reasons: Firstly, the geometry was approximated
only with a polygonal and secondly, the discrete function space was only chosen to contain

piecewise linear functions. This section is devoted to improving on both issues. First of all, we
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Figure 10: Convergence behaviour of the hybrid DG method for the potato geometry. The
mesh is an unstructured simplicial mesh with Ay, = % -0.5™.

will introduce the idea of an isoparametric mapping to enhance the approximation properties
of our polygonal I'y,. This will be discussed in the first subsection. In the following subsection,
that improved approximated geometry will be exploited to reformulate the Discontinuous
Galerkin method from the prior section. Afterwards, we will sketch how the resulting method
can be shown to indeed feature higher order convergence. Finally, numerical examples
illustrate the results and we will show how to transfer the ideas to a hybrid variant of the
method.

3.1 The isoparametric mapping

The fact that the polygonal approximation of the surface I', I', consisted of a straight line
on each element facilitates the required numerical integration on this region severely. If we
simply project the signed distance function p into a space of polynomials of higher order, there
is in general no explicit representation of the surface (neither in total nor on each element), and
a more complicated method would be needed to perform the numerical integration[""] In this
approach, we would like to exploit that desirable property of the polygonal approximation of
the surface I'}, and therefore use it as our starting point. Its approximation properties should
then be improved with a bijective mapping ¥: 2 — €2 such that U(I';) is a higher order
approximation of I.

What would be a desirable property of such a mapping ¥? In order to perfectly map I';,
onto I', all points on I'y, should be mapped to points on I'. By definition of those regions, this

4This is not an unsolvable problem. See, e.g., [16] for an example of such an approach for quadrilaterals. But of
course, these methods come with their own limitations and are more involved than the method arising from
the explicit representation of the polygonal first-order approximation of the interface. For details on this
procedure, see [11].
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means that points with p,(z) = 0 should be mapped to W(x) where p(¥(x)) = 0. That is just
a special case of the following condition: Given a point z € T' € T, find a point y € €2 such
that

This y should then be W(x). But obviously, this is not enough to define a unique image of the
point z. Because if we are for instance on ', z € I'j,, then any point y on the exact surface
would satisfy our condition. Therefore we have to add a search direction. A natural choice
would be to take the normal direction of the surface, G = Vp/||Vp||. Then the required
condition reads: Find

U(zr) =y =x+d(z)G(x) (16)

such that d(x) is the smallest (in absolute) value such that p,(z) = p(y).

Also with that improved condition, there remain some issues to solve. One of them is
the observation that it sometimes will happen that the point we selected with the improved
criterion lies in another element than 7" > z. In this case we would have to evaluate p on a
point out of our local element 7°, which is undesired from a computational point of view. To
circumvent this, we replace p with Erpj, ., which should be the polynomial extension of py, .|
to R%, and pj, . should be a higher order polynomial approximation of p. Then the condition

for the mapping ¥, reads: Givenz € T € T, find

Vph,*

\I]h(.r) =lyYy=x + dh(l‘)m,

where dj, () is the smallest (in absolute) number such that

pr(x) = Erpn(Un()).

The resulting transformation ¥; can now shown to be element-wise smooth, but will be
discontinuous across element boundaries. But the jumps will be of higher order so that we
cont

can project ¥, into the space (V)% of continuous element-wise polynomials of order & in

each dimension. In order to do so, we apply a projection, P, = P,%

@h = Ph\I’h.

5For a volume problem, it is necessary to add another projection P? here (see [13]). Therefore the seemingly
unnecessary index 1 of the projection. PZ would be of type V™|, — V™ and extend the transformation
to the whole domain.

48



Here, P : C(T,) — V™|, projects (for each component) a function which is continuous
on every element of the active background mesh into a function on the discrete space V¢ on
the neighbourhood N;. Note that the latter was by definition just the union of all elements of
the active background mesh. In the next paragraph, the construction of P will be discussed

in more detail.

The projection P! Assume we are given a function v defined on N, with v|7 € C(T) for
every T' € T[] Further assume that we are equipped with a local interpolation operator
which gives us the coeflicients of the polynomial approximation on each element for some
v|r. Then the remaining problem is that we would arrive at conflicting values for degrees of
freedom shared by adjacent elements. In order to resolve that, we simply take the average
of those values. That idea—which is often called an Oswald type interpolation—could be
formalised as follows: Let {¢; }i—1,. n be a basis of the polynomial space V|, . Then for

each T' € 7T;,, we have a set of degrees of freedom associated to the element 7™:
Spi={i€{l,...,N}|supp(¢;) N T # @}

Then with the local interpolation operator we can find for each 7" € 7}, coeflicients ¢; r such
that

Z Ci,T<Z5i|T

iEST
approximates v|r. The total discontinuous approximation of v can then be written as the sum

of those local functions

Z Z Ci,TgbilT-

TeTy i€ST
But we can also collect the degrees of freedom differently, by defining for all degrees of

freedom 7 the associated elements 7',
Si :==A{T € Ty |supp(¢;) N T # @},

and then rearranging

N
Z Z cirilr = Z Z cir il
TET, i€Sr i=1T€S;

16The previously used notation C'(73) is a shorthand for that. See also Fn. EF
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Now we simply take the average of those c; r for each ¢ to arrive at

N

ZTeS- G T
Pih’::Ziz — - di| v, -
i=1 ZTESil "

The constructed mapping and the improved approximation of the surface,
th* = @h(Fh)

satisfy several desirable properties, as it is shown, e.g., in [15]]. Let us now collect some of

these results.

Lemma H.1 For h € (0, ho| for some small hy, with O, being the mapping constructed in

this subsection and p the closest point projection, it holds

Op(x) =2 for x vertexinTy,

H@h_idHoo S h27 HDGh_IHOOgh?

~Y

101 = Plloo,ny, + BIID(OK = P)[lsoy, S A = dist(D, D) S AF

Note that we deviate here a bit in the style of presentation from [13]]. There, the Lemma is
stated with regard to U, the “optimal” mapping of Equation (16), while we used the closest
point projection. That has the reason that [13] avoids the assumption of a signed distance
function, while it was already made in the introduction in [4]. Therefore we also take such a
signed distance function for granted.

A proof of those properties can be found in [15], Lemmata 3.4, 3.6, and 3.7. Briefly, the
first equation states that the mapping O}, is the identity on vertices . The last two equations
quantify the deviation of the mapping from the identity and the closest point projection (and
the deviations of the respective derivatives). Compared to the identity, ©;, decreases with
h?, since the transformation “repairs” the approximation error of I';,, which is also of second
order. Furthermore, O), approximates the optimal mapping p with higher polynomial order.
This can be seen as a consequence of the procedure of projecting p to pj;, and that in turn into

the polynomial space (V;™)4,

3.2 Higher order DG method

We are now in a position to state the higher order Discontinuous Galerkin method. As in the

low order case, the first interesting question is with regard to what geometric entities the
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method will be introduced. Here, we also rely on the low order constructions and improve on

them by means of the isoparametric mapping, i.e., we define

Tne ={On(T)|T € Tp} Fro ={On(F) | F € Fp}
’Ch,* = {@h(K) | K € ’Ch} Eh,* = {@h<E) ‘ F e (c:h}

Associated to those regions are also normals which can be expressed in terms of the mapping

Oy, For example, the discrete surface normal n; becomes

D@,:Tnh
Nhx = T ~—7 -
©De; |

The same transformation is applied to the facet and edge normals np, leading to

D@;TnF
Npy = —————— Nps =L —Np @Nps)NFx.
Fx ||D@;;T7’LF|| ) E x ( h,* h,*) Fx

The improved discrete normal of course also induces an improved gradient operator, namely
Vi, = (I = np, @ np ) V.
Furthermore, we define two tightly related projection operators:
Pr,. = —=nps®@nps), Qr,. = Npu @ Ny

Also, we introduce inner products on those regions as we did in the low order case. For

instance

(w, )7, = Y. /uvdx.
’ T

TET .

Note that a nearby way to actually calculate such an integral would consist in integrating
over T' € T, and applying the transformation formula.

As we did with the inner products, we transfer our notation for norms, such that, e.g.,
|ull7,. == +/(u,u)7, ., andso on.

That improved geometric accuracy is the first ingredient to achieve higher order convergence.
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The second is to consider higher order finite element spaces. Hence, we consider now

Vh,prelim = @ Pk(T)a

TeT,

and also map this function space to the improved discrete elements:
Vh,* = {U o @}:1 ‘ v e Vh,prelim} = Vh,prelim o @];1

That equation should mean that V}, . is defined as the term in the middle and the term on the
right-hand side introduces a shorthand notation we will exploit later on.
To assure the unique solvability of the problem, again we consider the subspace of functions

with zero average:

Vh,*,O = {U € Vh,* ‘ )‘Fh,* (1)) = 0}

Now we can state the bilinear form of the higher order method. The jump and average
notations are understood in terms of the transformed normals and regions as one would

expect. Then we can basically rephrase

apx(u,v) = (Vr, .0, Vi, )k, . = ({ne.Vu}, [v])e, . — {np.Vo}, [ul)e, .

+ 2E([u). oD,

Regarding the stabilisation we will directly transfer the two terms and add a third which

operates on the whole Ny, . = Urer, , T

YF,0
h2

In

h

([u], W) 7. +ve1(nEL VU], np[VV]) 7, . + == (M VU, np V)75

jh,*(ua U) =

Note that the new stabilisation term can be regarded as an additional normal diffusion, which
can be seen as a discrete normal extension to control functions on the active mesh. For that
we note that a smooth function that vanishes on the surface can not be controlled without

this additional stabilization. The right hand side of the problem is plainly

lhx = (fe,v)ph’*,

and the discrete problem becomes: Find u;, € V}, . such that

Aps(up,vp) = lpo(vn) Yo € Viao, where  Ap.(u,v) := ap.(u,v) + Jri(u,v).
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3.3 Elements of an analysis of the method

Proving the higher order convergence property of the introduced method proceeds similar
to the proofs in the low order case from a distant standpoint: Two norms are introduced
to bound the bilinear form from above and below. The equivalence of those norms for the
discrete function space is shown. Then the unique solvability of the discrete problem follows
from the Lax-Milgram Lemma.

Let us therefore again start by introducing suitable norms. The norm which takes the role
of the norm introduced in (8) will be

2 - _
ol =1V, 0l + 1R 2WIE, .+ 187 0%, + lne. VoI5, .
+ ||h’1/2nh,*VvHQTh’*.

Note that the first four summands are the corresponding summands from the low order case
(just with improved integration regions, normals, and gradient), and the fifth summand stems
from the new stabilisation on [V, .. Again, to facilitate the continuity proof another norm is
introduced:

2 2
oIl e == W0l + 12205 Vi, 0 l3, -

Note that we inserted here an np . in the new contribution, as mentioned in the remark on
the respective low order norm.

Let us again collect the terms in the discrete energy norm associated to the stabilisatio
oll 5, . = 187 lI%, . + Ine[Voll%, | + 1R 2, Vol .

One important ingredient for the analysis will be the fact that the norms on the transformed

and untransformed geometric entities of the discretisation are equivalent.
Lemma H.2 For a function v € H'(N},) we have

Wiz~ llve®; iz vz, ~ llve ;s
[Wlic, ~ lvo©tllic,. lvlle, ~ llvo Oy le,.

IV(@wo®; )z~ [Vulz aein N

"Of course, the name ||. .|| , , now really is an abuse of notation, as it already was in the hybrid low order
case to a certain extent. But we would like to highlight the tight connection between the respective norms
for the different methods.
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For a proof of the left-hand side statements (which uses results we summarised in Lemma
H.1) see [15, Lemma 3.18].

Then, the coercivity / continuity proof roughly goes as follows: A property similar to the
Lemma B.5.2 in the low order case is taken from the literature for higher order continuous
element-wise polynomials. It is extended to the case of discontinuous element-wise poly-
nomials by exploiting a useful property of the aforementioned Oswald projection. Those
results can be combined in a lemma which takes the role of Lemma B.5.4 in the low order case.
Afterwards, the known estimation techniques are applied to show coercivity and continuity
in the new norms. Throughout this proof, similar clues as in the low-order case are exploited.
We note that especially the discrete inequalities mentioned in the Paragraph Section 4 in the
analysis subsection of the low order method can be generalised and will be helpful.

To be concrete, the proof goes along the following lemmata:

Lemma H.3 The Oswald projection, regarded as an operator O,: P%.(T,) — P*(Th)
with P% being the space of discontinuous elementwise polynomials of order k¥ and P* the

space of continuous elementwise polynomials, satisfies for all v € P4 (T,)

lv =0z < > hlRIE

FE]:h(T)

where F},(T') denotes the set of faces F' € Fj, with FNT # @.
Lemma H.4 Forv € P¥(Ty)

W l7, < vllk, + blQr, Vol
W v = M@)7, < 1Vn,vllk, + AlQr, Vol 7,

LemmaH.5 Forv € P%(Ty)

W l7, < ollk, + 1%, + 21Qr, Vol
W o = M)II7, < 1V, + 2RI, + 21Qr, Vol -

h h Y ]Ch hs

Note that we are now able to transfer these results to the mapped integration regions with
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||Uh - Usol||L2(1"h)

Figure 11: Convergence plots of the higher order method for the circle test case. Error meas-
ured in the L?-/ H'-norm on the left / right hand side.

the help of Lemma H.2. There, we then can apply the usual techniques for the coercivity and

continuity estimate.

Afterwards, the analysis needs to be continued in the direction of a Strang-type lemma
and discrete error estimates. The details of that are an interesting open question for future

research, as it is the question which value  has to be inserted in Lemma H.5.

3.4 Numerical examples

Let us now illustrate the method at some numerical investigations in 2D and 3D. Fortunately,
the isoparametric mapping is already implemented in the software package ngsxfem, which

will be also used in this subsection.

3.4.1 2D

In two dimensions we again reconsider our examples from the previous section, i.e., the circle
and the starfish. The respective results for the higher order method are shown in Figures
and[12)for k = 2,...,5. One observes the higher order convergence property, namely that
the error in the L? decays like h**!, while in the H' we have h*. The stabilisation parameter
were chosen as vz = 4(k + 1)? (scales with the polynomial degree k), o = 10,7p1 =
0.001,7,, = h+1/h. The threshold of the isoparametric mapping was 1. The maximal allowed

meshsize was h,q, = 0.5"2.
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Figure 12: Convergence plots of the higher order method for the starfish test case. Error
measured in the L2-/ H'-norm on the left / right hand side.
3.4.2 3D

Let us now also consider some examples in three dimensions. We selected two geometries
from the Burman et al. paper [4], namely the circle and the cheese geometry. They stem from

the levelset functions

o1 =\/x>+y>+ 22— R, and

¢3 = (2" =1+ (4" = )" + (2 = 1)’ + (2" + " — 4)°
+ (22422 —4)° + (y* + 2* — 4)* — 16.

Furthermore, we will additionally consider a torus geometry which can be generated from

¢2:\/z2+(\/m—R)2—r.

As the background region ) we consider [, |3, where | = 2 for ¢; and ¢», and [ = 3 for ¢3.

the levelset function

The right hand side is chosen such that it results in the following solutions w4, us, us for the

respective geometries:

=sin(r) e =sin () -sin () - (F)
u; =sin(mz) ug = sin 5 sin 5 sin 5

U3 =2 -y—9y+z+x-2

Again, those functions are given to the program and the right-hand side in calculated by an

automatic symbolic computation.
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The geometries as well as some numerical solutions on them are shown in Fig.

The observed numerical errors are depicted in Figures As one would expect,
the method converges with order h* in the H'-norm and h**! in the L? norm. There are
some deviations from this behaviour on coarse grids, but we are mostly interested in the
asymptotical behaviour for 4 — 0. Note that the maximal allowed meshsize was chosen
to be 0.5"!, where n is the refinement level. The stabilisation parameters were chosen
vE = 4(k 4+ 1)? (scales with the polynomial degree k), vro = 10,vg1 = 0.1,7, = h + 1/h.
The threshold of the isoparametric mapping was 1. Note that this latter threshold only
influences the pre-asymptotic behaviour like described by Lehrenfeld in [12].

3.5 Higher order Hybrid DG method

Obviously, it is also possible to apply the idea of hybridisation—which we already know from
the previous section—to the discontinuous method presented in the last subsection. Doing so
will be the topic of this subsection.

To set up the discrete problem, we begin by introducing the discrete function spaces. First

of all, our volume part remains unchanged:

VA,pre = @ Pk(T)a VA,pre,O = {U € VA,pre | >\Fh (U) = 0}; VA,* = VA,pre,O o 6}:1

TEeTh,

Correspondingly, the facet space also uses higher order polynomials which are then concat-

enated with the inverse isoparametric mapping:

VB,pre = @ Pk(F>7 VB,* = VB,pre o @}:1
FeF,

For the facet normal gradient jump term again the gradient reduces the polynomial order by

one and we can therefore use only one polynomial order less, leading to

VC,pre = @ Pk—l(F)7 VC,* - VC,pre o @}:1
FeF,

The whole discrete function then again is plainly the product of those components:
Vihyps = Vas X Vo X Vo

Now we come to the bilinear form of the discrete problem. Having in mind that the only

“new” term in the higher order variant of the DG method was the normal gradient stabilisation
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Figure 13: The three geometries in 3D with the respective solutions u plotted as colourmap.
Note that the geometric approximation of the paraview isosurface was improved
by the deformation from the isoparametric mapping.
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Figure 15: Numerical error for the higher order dG method at the torus in 3D.

100; g 10" E
z0 | 2w
élO_Q E E i E E
3 ] 31071
3 . £ B
| 1073 ¢ E |: | 1
<= " I N
=101} S0
10 " E 1079 - -
0 1 2 3 4 0 1 2 3 4

e k=2 0OR) + k=3 O o k=2---0Mh) k=3 O

e k=40 ——k=4---0(h*)

Figure 16: Numerical error for the higher order dG method at the cheese in 3D.
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on the volume, we realise that the bilinear form of the low order hybrid method only needs

minor adjustments:

AP (w0, 650,0,7) = Y /vph*u Ve, v— 3 / N - V) (v — )

Keky, Keky,

Z/ (ng.«- Vo)( Z/ (u—1)(v—"2)

KeKp « Keky,

’YFo - N N A
+ > / h2 u)(v—v)—l—/aTmS* Ye1(nps - Vu —6)-(np.- Vo —17)

reT,, JoTns.

+ Z /%nh*VU Np+ V.
TETh,«

A

The discrete variational problem then goes as follows: Find (u, @, 5) € V}, pyp . such that
Ahyb( a,0;50,0, 7A_) = lh,*<v) \V/(U, v, 7A_) € Vi hyb,s-

The analysis of this method should in principle not face major issues which do not also occur
in the analysis of the hybrid low order/ non-hybrid high order method. However, we will
not go into the details here and instead end this section with a numerical investigation of the

convergence properties of the method.

3.6 Numerical examples

Let us now illustrate the method suggested in the previous subsection by some numerical
examples. Again, all the calculations are performed with the xfem package.

Starting in two dimensions, we again reconsider the potato geometry. The maximal allowed
meshsize was again chosen as /4, = §0.5”. The stabilisation parameters were g = 4(k+ 1)
fork=2,3and v =0.1-(k+1)*for k = 4,5, yp = 100, vp1 = 1, 7, = %L + 0.1+ h. The
threshold for the isoparametric mapping was 10.25. The numerical errors are plotted in Fig.
One can observe the order % in the H'-norm and %k + 1 in the L?-norm as expected.

Coming to 3D, we again reconsider the torus test case. The stabilisations are chosen
ve =4-(k+ 1% vp0 = 100,71 = 1,7, = 0.1h + O—;Ll. The threshold for the isoparametric
mapping is 10.25. The results, which are given in Fig. (18 exemplify the expected convergence
orders. Also, the absolute error of the hybrid method is comparable to the non-hybrid higher
order method. Note that, however, for a detailed comparison of the numerical errors for the
respective methods we refer the reader to Tab. since there both methods were applied on

exactly the same problem with exactly the same parameters.
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Figure 17: Observed numerical error of the higher order hybrid dG method with the potato
geometry.

10
1071 | 1 i g
= ?:1071 g E
= 3| | = L F ]
élo élo g E
g 1075 L - 3% 1073 § %
L Liot)
= S r 1
=107t A —107° )
6| ]
1072 | | | | | | 10 i | | | | | i

0 1 2 3 4 0 1 2 3 4
e k=2 O k=3  O(h e k=2 O~ k=3  O(h
e k=4 O k=5 O e k=4 O k=5 O

Figure 18: Observed numerical error of the higher order hybrid dG method with the torus
geometry.
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Let us now come to a comparison of the computational effort of the hybrid and non-hybrid
higher order DG methods. A relevant part of the computational effort in terms of CPU time
as well as memory consumption is in both methods the solution of the linear algebra problem.
Therefore, a salient measure for the comparison of the computational effort is the number of
non-zero entries in the resulting matrix. Furthermore, we also want to ensure that we are
comparing respectively methods with the same accuracy. Therefore, we compare non-zero
entries in the matrix, L?-error and H'-error for each of the methods.

There is a further computational clue to reduce the effort involved in a hybrid DG method,
namely static condensation. This technique relies on the observation that the “volume” part
of the matrix of the hybrid bilinear form is block-diagonal. Therefore we can further simplify
the problem by applying a Schur-complement reduction. For details on this technique, the
reader might want to consider [10]. From the computation perspective it is fully implemented
in ngsolve and can be adopted without significant effort to our application][?|

In Tables the described quantities are given for the three mentioned methods (DG,
hybrid DG without condensation, hybrid with condensation). In 2D we consider again the
potato test case and in 3D the sphere. First of all, note that the observations we will summarise
in a moment do not depend on the mesh size 1. However, to be sure about that, all results are
given for two refinement levels. Regarding the numerical error measured in the L?- and H'-
norm, we observe that the hybrid methods seem to result in slightly better results. However,
the difference in absolute numbers is not very large and decreases for higher polynomial
order. So, roughly, both methods lead to the same results in terms of the numerical error.

When we consider the number of matrix entries which are unequal zero, we observe the
following result: The dG method always leads to less non-zero entries than the hybrid method
without static condensation. The factor lies somewhere between one and two. But with the
static condensation, the hybrid method can result in less non-zero entries. That generally is
the case in 2D. In 3D, it can be only observed at £ = 5. However, the clear trend is that an
increase in the polynomial order is in favour of the hybrid method. For example, at k = 3 in
2D, the hybrid method is a factor of two better, while we are at factor three to four at £ = 5.
Therefore, we expect that the hybrid method with condensation also in 3D at £ > 5 fares
better. So it is especially an interesting method for (very) high orders.

To summarise these observations, we note that—measured in terms of the non-zero entries of
the matrix—both the higher order dG method and its hybrid variant have ranges of applications

where they perform better than the other variant. For dG, those are especially low to medium

18 As long as the bilinear form actually is formulated in terms of an element-boundary integrator. But those
integrators are a feature of ngsxfem the author implemented while working on this thesis.
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hmax = 1/3 hmax = 1/6
DG HDG-C HDG+C DG HDG-C HDG+C

k=2

L?error 1.5-1073 1.3-1073 1.2-107* 1-107*

H' error 1.7-1072 1.4-1072 3.8-1073 3.4.-1073
nze 12k 18k 8k 23k 34k 16k
k=3

L?error 2-107% 1.9-107* 1.1-107° 1.1-107°
H' error 3.4-1073 3.2-1073 45-1074 4.1-1074
nze 33k 43k 16k 64k 84k 31k
k=4

L?error 1.4-107° 1.4-107° 3.9.-1077 3.8-1077
H' error 3.4-107% 3.3-1074 2.4-107° 2.4-107°
nze 74k 87k 27k 144k 169k 52k
k=5

L? error 3.3-1076 3.3-1076 4.6-1078 4.6-1078
H' error 6.6-107° 6.6-107° 3.1-10°6 3.1-1076
nze 146k 155k 40k 283k 301k 78k

Table 1: Computational comparison of the dG, hybrid dG without static condensation, and
hybrid dG with static condensation higher order methods at the potato in 2D. Dis-
played are respectively the numerical error and the number of non-zero entries in
the arising matrix (nze).
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hmax = 1/4 hmax = 1/8
DG HDG-C HDG+C DG HDG-C HDG+C

k=2

L?error 7.3-1073 7.0-1073 8-10~* 5.9-1074
H'error 9.4-1072 7.6-1072 2.7-1072 2.1-1072
nze 115k 200k 201k 433k 754k 767k
k=3

L?error 2.5-1073 2.4-1073 8.1-107° 6.6-107°
H'error 3.5-1072 3.0-1072 42-1073 3.6-1073
nze 461k 722k 635k 1.7M 2.72M 2.4M
k=4

L? error 5.7-107* 5.7-10~* 5.9-10°¢ 5.8-10°¢
H'error 5.0-1073 4.9-1073 3.9-107 3.7-107
nze 1.58M 2.24M 1.76M 5.16M 7.3M 5.73M
k=5

L?error 3.5-107° 3.5-107° 7.4-1077 7.2-1077

H' error 1.4-1073 1.4-1073 6.1-107° 5.7-107°

nze 4.05M 5.24M 3.64M 13.2M 17.1M 11.9M

Table 2: Computational comparison of the dG, hybrid dG without static condensation, and
hybrid dG with static condensation higher order methods at the sphere in 3D. Dis-
played are respectively the numerical error and the number of non-zero entries in
the arising matrix (nze).
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order calculations in 3D, while for hybrid dG the preferred applications are in 2D and of (very)
high order in 3D. Of course, it would be interesting to consider more examples and see at

which polynomial degree the hybrid method with condensation overtakes the dG method.

4 Conclusion and outlook

In this thesis, we surveyed different unfitted discontinuous Galerkin methods for solving the
Laplace-Beltrami problem on a surface. To be able to properly introduce those methods, we
began with a formulation of the Laplace-Beltrami problem in terms of mathematical con-
cepts which are suited to our ends. Afterwards, we presented a low order accurate method
by Burman et al. It was motivated as one instance of a larger class of methods—symmetric
discontinuous Galerkin interior penalty methods—known from the planar case. The introduc-
tion of the discrete problem of this method was followed by an analysis of certain desirable
properties it features. We mostly followed the paper [4] in doing so but chose a more detailed
style of presentation for the coercivity and continuity proof. In that manner, we were able to
shed some light on details which are at best only implicitly mentioned in the original paper.
Regarding the following error estimates we only briefly sketched the proofs. Afterwards, we
complemented the numerical demonstrations in the paper with two examples in 2D. They
suggested that the estimate of second-order convergence in the L*-norm and first order in
the H'-norm indeed is sharp. We finished the part of this thesis about low order methods
with a hybrid variant of the method by Burman et al. Roughly, the bottom line there was that
the general technique of hybridisation, as known from the planar case, can be also applied
here, both in terms of analysis as of implementation.

Afterwards, we addressed higher order methods. As a crucial ingredient, we first introduced
the isoparametric mapping by Lehrenfeld. It provides one with a higher order approximation
of the surface, which then is the basis for the discrete function spaces. Here, higher order
polynomials were chosen. After we applied those concepts to our method, some elements
of an analysis were given. Finally, we considered several numerical examples in 2D and
3D, which exemplified the expected higher order of convergence. Also for this method, we
considered a hybrid variant. However, we only focused on numerical investigations and left
proofs of the salient statements for future investigations. The most important observation
on the numerical side was that there are applications where the hybrid and the non-hybrid
method respectively end up being computationally less expensive than their counterparts.
In terms of the numerical error, the methods are comparable and lead to almost identical

numbers.
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Let us now eventually mention some open issues which go beyond the scope of this thesis
and are therefore left for future research. Most notably, and as already mentioned, there are
several things one could add to the respective analysis subsections. In general, the outline

given in the analysis of the Burman paper, symbolically
Coercivity + Continuity ~+ Strang-type Lemma ~~ Error bounds,

could be filled up, for all methods, to a level of detail which we were only able to achieve
for the first step for the first method. Apart from that, the following open points seem most

relevant:

Necessity of the gradient stabilisation for higher order methods In the transition
from low-order to high-order methods, we introduced an additional stabilisation term, namely
Yo/ M, Vu,n,Vw)7, . In the analysis, a corresponding summand is added to the norm
tailored for the coercivity and continuity proofs. This raises the question whether that new
stabilisation makes the gradient jump stabilisation term vz (np[Vu], np[Vv]) 7, unnecessary.
There are different ways to approach this question, one being to simply disable the stabilisation
in a numerical program. The author did this for a test case to trigger ill-conditioned cut
configurations taken from [4, Section 8.2]: A sphere (R = 0.4) is placed in a triangulated
cube somewhat larger than the sphere ([—1.6, 1.6]?). The mesh is an unstructured tetrahedral
mesh with A4, = 0.5"</. Then the sphere is moved through the cube along the diagonal:

To position the sphere around the point (4, d, ), we choose the levelset function

o=z =02+ (y—0)>2+ (-~ 38?2~ R.

Then the Laplace-Beltrami problem presented in the previous sections is solved for a parameter
§ € [—1,1]. The numerical error in the L?- and H'-norm of the discrete interface are
considered for different mesh refinements levels. In the paper [4], the condition number of
the matrix was plotted. However, the stabilisation with constant vz ; is not only important
for the boundedness of the condition number, but also for the coercivity and therefore the
well-posedness of the discrete problem. Therefore we can also investigate the necessity of the
vr1 > 0 by considering the numerical errorE] The results for this test are depicted in Figures
We observe that the numerical error seems relatively stable and no problematic cases
for vr1 = 0 can be triggered with this test. This raises the question whether the stabilisation

term can be also dropped in different cases, which could be investigated numerically, or even

19 Although it of course would also be an interesting further investigation to consider the condition number.

66



in general, which could be shown by a corresponding theoretical estimate. If it would turn
out that the term is actually not needed, that would be beneficial for the hybrid method, since
then only one additional facet function space would be required. That is one reason why this
open question is an interesting one.

The plots also illustrate another issue discussed in the second to last of these paragraphs,
namely the problem on finding suitable values for the stabilisation constants. Regarding v,
we can see that choosing the parameter too large can result in an additional numerical error.
Therefore it would clearly not be advisable to choose yr plainly as something like 10° to

ensure that the parameter in “sufficiently large”, as required by the analysis.

Quadrilateral Finite Elements Because of a flexible implementation we presented else-
where (see [8]) it is possible to migrate from the simplical meshes employed throughout this
thesis to quadrilateral /hexahedral meshes by changing one line in the respective python
scripts. That allows for a brief outlook on the question how the methods of this thesis work on
quadrilateral /hexahedral meshes. As an example, we consider the two dimensional higher or-
der DG method with k£ = 4 for the circle geometry. We consider structured and unstructured
meshes. The results are given in Fig.

We can observe that in the case of structured meshes the method roughly converges with
the right order. However, there is one refinement level which deteriorates the numerical
solution, which is surprising. In the case of an unstructured quadrilateral mesh, no clear
convergence trend can be observed. It is an interesting open question to investigate which
improvements of the stabilisation etc. are needed to transfer the methods to quadrilateral
meshes. Note that not much effort yet went into testing the relevant code, such that future

research should also include the possibility of implementation mistakes.
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Figure 22: The circle geometry with the high order DG method (k = 4) on a structured (red)
and unstructured (blue) quadrilateral mesh.

Iterative Solvers and Preconditioning All the numerical results within this thesis were
obtained with a direct solver. That has the benefit of not having to consider the issue of
setting up an iterative solver with an appropriate preconditioner. But on the other hand, it has
the downside that only systems up to a certain difficulty or number of elements or degrees
of freedom can be considered because of finite (memory) resources. For example, the test
with the cheese geometry could be only executed for a limited polynomial order respectively
number of refinements. To go further there, it would be interesting to try out iterative solvers

and preconditioners on the presented methods.

Stabilisation constants In the different presented methods, we often made use of stabilisa-
tion terms, which scale with constants like Sp. Choosing these constants right is sometimes
a complicated issue since there are no clear predictions from the analysis which numerical
values should be chosen. On the other hand, the method can severely fail to converge if, e.g.,
a crucial parameter is too small. That motivates the question whether one could replace those
stabilisation parameters with techniques like lifting, known from DG discretizations in the

plane. It is however not obvious how these lifting strategies can be carried over.

Vector valued problems With the Laplace-Beltrami equation, we considered a simple
scalar valued problem. However, many parts of the analysis and the method itself could be
extended to vector valued problems. Interesting research in that direction has been done, e.g.,
in [[7]. A salient open question would now be how the results of our investigations could be

transferred to that case.
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